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Abstract 

The NMR chemical shift is extremely sensitive to molecular geometry, hydrogen bonding, solvent, 
temperature, pH, and concentration. Calculated magnetic shielding constants, converted to 
chemical shifts, can be valuable aids in NMR peak assignment and can also give detailed 
information about molecular geometry and intermolecular effects. Calculating chemical shifts in 
solution is complicated by the need to include solvent effects and conformational averaging.  Here 
we review the current state of NMR chemical shift calculations in solution, beginning with an 
introduction to the theory of calculating magnetic shielding in general, then covering methods for 
inclusion of solvent effects and conformational averaging, and finally discussing examples of 
applications using calculated chemical shifts to gain detailed structural information.  
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1. Introduction 

The NMR chemical shift is the easiest NMR parameter to measure, and contains a wealth of 
information. The chemical shift is extremely sensitive to the electronic environment surrounding 
the nucleus in question, and is influenced by intramolecular and intermolecular effects including 
for example molecular geometry and hydrogen bond distance.  The chemical shift therefore 
contains extremely specific details regarding the structure of molecules and their environment, 
and it is up to us as spectroscopists to obtain and interpret that information. 

Calculated chemical shifts, using density functional or ab initio methods, can provide insight into 
the many factors that influence the NMR chemical shift. As available computing power increases, 
calculated chemical shifts are becoming readily available for many nuclei in large molecules with 
greater accuracy. Calculated chemical shifts can be used for peak assignment, which is the first 
step in structure determination of small molecules, natural products, and proteins by NMR. 
Beyond peak assignment, comparison of experimental and calculated chemical shifts can be used 
to understand both the specific geometry of the molecule in question and how it interacts with 
neighboring molecules. These intramolecular and intermolecular effects on NMR chemical shift 
have been discussed in several excellent reviews on NMR shielding calculations.[1-5] 

In the present review, we focus on chemical shift calculations in solution. While solid-state and 
gas phase NMR can give more information than solution-state NMR, these experiments require 
specialized equipment and knowledge to extract this information. Solution-state NMR, on the 
other hand, is used daily for rapid, facile structure determination by specialists and non-specialists 
alike. Modeling NMR chemical shifts in solution, however, presents additional challenges 
compared to calculations of NMR chemical shifts for solid-state structures.  First, the effects of 
the solvent need to be considered.[6,7] This can be done by modeling the solvent implicitly as a 
dielectric, or by addition of explicit solvent molecules. In either case, both the accuracy and 
computational efficiency of the solvent model need to be considered. The other difficulty in 
predicting NMR chemical shifts in solution is that molecules in solution are dynamic and the 
observed chemical shift is a weighted average of all accessible low-energy structures. Taking into 
account all of the accessible structures of a molecule in solution can easily add to the 
computational cost.  

Being an electronic property, magnetic shielding is extremely sensitive to the environment 
surrounding the nucleus. Although this is what makes the chemical shift such a powerful 
observable, this strong dependence of chemical shift on molecular structure and environment 



makes chemical shifts in solution difficult to predict.  Any chemist who has used NMR knows that 
the observed chemical shift depends on a variety of factors including the solvent, concentration, 
temperature, pH, etc. Accounting for all of these effects in a computational method can be difficult, 
but can also provide a rigorous test of the computational method itself. 

This review is organized as follows: In the rest of this section, we provide an overview of 
computational chemistry methods and an introduction to the calculation of NMR shielding tensors.  
We then discuss strategies for overcoming the two main challenges of predicting NMR chemical 
shifts in solution: incorporation of solvent effects and conformational averaging.  We conclude by 
discussing several applications of using calculated chemical shifts to solve problems in solution-
state NMR. We hope that we can convince the reader that although calculating NMR chemical 
shifts in the solution state is complicated, useful information can be gained from these 
calculations, and that chemical shift calculation can be a valuable tool in molecular structure 
determination.  

 

1.1 Overview of Computational Chemistry 

Computational chemistry falls into two categories: molecular mechanics methods and quantum 
chemical methods. Molecular mechanics is based on the laws of classical physics, while, as the 
name suggests, quantum mechanical methods utilize the laws of quantum mechanics. Molecular 
mechanics considers each atom as a single entity (coarse-grained methods consider groups of 
atoms, such as a CH3 or CH2 group, as a single entity) and requires bonds between atoms to be 
defined. Quantum mechanics, on the other hand, considers nuclei and electrons separately, and 
defines a bond only by proximity of two nuclei and increased electron density between them. 
Molecular mechanics is computationally less expensive, and as such is generally used to model 
large, biological systems, and for molecular dynamics (MD) simulations, but usually cannot model 
bond formation and breaking. There are some specialized molecular mechanics methods that do 
allow for bond formation and breaking,[8] but these are outside the scope of this review. In the 
context of calculating NMR chemical shifts, quantum chemistry methods must be used to describe 
the interaction between the nucleus and its surrounding electrons, but molecular mechanics 
methods are often used to incorporate solvent effects or to describe the dynamics of the system 
for conformational averaging. 
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Figure 1. Illustration of parameters that define a molecular mechanics force field. Equilibrium 
values and force constants that describe bonds, angles, dihedral angles, and parameters 
describing non-bonded interactions (among others) comprise an empirical molecular 
mechanics force field.[9]  

As shown in Figure 1, molecular mechanics methods are based on force fields that consist of 
equilibrium bond lengths, angles, dihedral angles, force constants for each of these parameters, 
and van der Waals parameters for each distinct type of atom. Bonds between atoms are 
essentially modeled as springs by assuming a quadratic potential; bond angles are also given a 
quadratic potential. Dihedral angles are assigned a periodic potential and van der Waals 
interactions between non-bonded atoms are modeled with a Lennard-Jones or similar potential.  
The energy of the system is then computed as a sum of all bond, angle, dihedral, van der Waals, 
and electrostatic energy contributions. Molecular mechanics methods are frequently used in 
molecular dynamics simulations. In classical MD simulations, all atoms in the system are 
randomly assigned initial velocities at the given temperature, the forces on each atom are 
calculated, and the system is propagated through time using Newton’s equations of motion. 
Classical molecular mechanics methods may seem naïve compared to the quantum mechanical 
methods described below, but they have an indispensable role in modeling systems that are too 
large to model quantum mechanically, and have allowed the study of time-dependent processes, 
as well as conformational averaging as a function of time. 

Among quantum calculation methods, there are various levels of theory. In general, as the 
complexity of the computational method increases, both the accuracy and computational cost 
tend to increase, although this is not always strictly the case. The simplest quantum mechanical 
method is the Hartree-Fock (HF) method[10], which minimizes the energy variationally using a 
single Slater determinant. HF is the starting point for many higher-level methods, but HF is not 
often chosen as the final method for calculation because it does not correctly model electron 
correlation – the time-dependent interaction between electrons. Post-Hartree-Fock methods, 
including configuration interaction[11] (CI), coupled-cluster theory[12] (CC), and Møller-Plesset 
perturbation theory[13] (MPPT), correct for this deficiency with additional computational cost.  

As an alternative to more expensive post-Hartree-Fock methods, Density Functional Theory 
(DFT) is a method that models electron correlation at a reduced computational cost.[14] DFT is 
based on the Kohn-Sham theorem[15] which states that the energy of a system is uniquely 
determined by a functional of the electron density. A functional is a function of a function – the 
electron density being a function of nuclear coordinates. The main challenge in DFT is that the 
functional that describes the energy as a function of electron density is not known, and much 
research has gone into developing approximate functionals that give accurate results. The reader 
may be familiar with local density approximation (LDA) or “local” functionals such as VWN[16]; 
gradient corrected (GGA) functionals: PW91[17-20], LYP[21], or B88[22]; meta-GGA functionals: M06-
L[23]; or hybrid functionals including B3LYP.[24,21] DFT has become a popular and powerful method 
for quantum mechanical calculations because DFT calculations can rival the accuracy of post-HF 
methods with a computational cost comparable to that of HF. The disadvantage of DFT is that 
there is no way to systematically improve the results – in other words, there is no way to predict 
whether one functional or another will give the best results for a particular calculation on a 
particular system, or for that matter to tell whether the answer given by one functional is more 
accurate than that given by another functional without comparing to experimental results.  

A quantum mechanical calculation also requires a definition of a basis set. Basis sets are 
mathematical functions used to represent electronic orbitals. A hydrogen 1s orbital has the form 

of a Slater-type orbital (𝜓1𝑠 = 𝑁ⅇ−𝛼𝑟 ) but Gaussian-type functions (𝜓𝐺 = 𝑁ⅇ−𝛼𝑟
2
) are easier to 

work with computationally (the product of two Gaussians is another Gaussian centered on the 
line connecting the two original Gaussians). What is typically done is fit a Slater-type atomic orbital 



with a linear combination of several Gaussians.[25] Molecular orbitals are constructed as a linear 
combination of atomic orbitals, and during a calculation the coefficients in the linear combinations 
are varied to find the molecular orbitals that when occupied lead to the minimum energy. (The 
linear combination of Gaussian functions that are fit to a Slater-type function does not change 
during the course of the calculation.) The number of basis functions is often larger than the total 
number of atomic orbitals – for example, it is common to use two (a split-valence or double-zeta 
basis set) or three (triple-zeta) basis functions to represent each valence orbital. A larger basis 
set allows electrons more freedom to find a lower-energy configuration, but requires more 
computational time. Diffuse and polarization functions (allowing the molecular orbitals more 
flexibility to change shape) can also be added to a basis set to give the electrons even more 
flexibility. For calculations of periodic systems in solids, plane-wave basis functions are used 
instead of local basis functions, providing the foundation of the Gauge Including Projected 
Augmented Wave (GIPAW) approach[26] for calculating NMR chemical shifts. 

In a quantum mechanical calculation, the Born-Oppenheimer approximation is applied, and the 
energy is calculated at a fixed nuclear geometry. Because the NMR chemical shift is extremely 
sensitive to geometry, it is important to calculate the NMR shielding at the “correct” geometry. In 
order to find a reasonable molecular structure, geometry optimizations may be carried out using 
quantum mechanical methods. Various algorithms are used to find the optimized geometry 
corresponding to an energy minimum, and these algorithms essentially consist of calculating an 
energy at the starting geometry, moving the atoms, and calculating the energy at this new 
geometry, continuing until a minimum energy configuration of the nuclei has been found. It is 
generally good practice to perform a geometry optimization before calculating NMR shielding 
constants. Zero-point vibrational corrections can also be significant for calculation of magnetic 
shielding tensors, and so should also be taken into account when possible.[27-29] Keep in mind that 
geometry optimizations find only the closest local minimum according to the energy calculated at 
a particular model chemistry, and do not take into account conformational averaging. 
Alternatively, it is also possible to calculate the NMR shielding at a deliberately non-optimized 
geometry. For example, one can vary a bond length or torsion angle to examine how shielding 
changes as a function of molecular geometry.[30] 

Although molecular dynamics is usually calculated using classical force field methods, another 
method for performing dynamics is ab initio molecular dynamics (AIMD).  In AIMD, sometimes 
called Car-Parrinello molecular dynamics[31] (CPMD), instead of using an empirically-determined 
force field to calculate the forces on each atom, forces are calculated at each step in the simulation 
using ab initio or density functional methods.  This approach uses the Born-Oppenheimer 
approximation, and nuclei are treated classically so that the system can propagate through time 
using Newton’s equations of motion. Advantages of CPMD over classical MD are that the results 
do not depend on a pre-defined force field (although if DFT is used for the force calculations, they 
depend on a pre-defined density functional which also introduces an approximation), and AIMD 
can handle bond breaking and formation, and changes in charge distribution throughout the 
simulation. As can be expected, because AIMD requires an ab initio calculation at each step in 
the trajectory, these calculations can take significantly more computational time and resources 
than classical MD simulations, and consequently are restricted to much shorter timescales than 
classical MD[32].  

 

1.2 Calculation of NMR Shielding 

For detailed discussions on calculation of NMR parameters, including shielding, the reader is 
referred to several books and reviews.[33-35] In order to calculate nuclear magnetic shielding, we 
need to calculate the current that is generated by electrons in an atom or molecule in the presence 



of an external magnetic field. Nuclear magnetic shielding is defined as the second derivative of 

the energy with respect to the magnetic moment of the nucleus () and the external magnetic field 
(B): 

𝜎𝑎𝑏 = (
𝜕2𝐸

𝜕𝜇𝑎𝜕𝐵𝑏
)
𝜇,𝐵=0

 (1) 

Where the subscripts a and b indicate that the shielding is not a scalar value but a rank-2 tensor: 

𝜎 = (

𝜎𝑥𝑥 𝜎𝑦𝑥 𝜎𝑧𝑥
𝜎𝑥𝑦 𝜎𝑦𝑦 𝜎𝑧𝑦
𝜎𝑥𝑧 𝜎𝑦𝑧 𝜎𝑧𝑧

) (2) 

Where ij indicates the shielding in the i-direction when the magnetic field is oriented in the j-
direction. In solution-state NMR, however, a single value of chemical shift is typically observed 
for each nucleus.  This is because rapid molecular tumbling averages out the orientation-
dependent part of the shielding tensor and only the isotropic value is observed. Single-crystal 
NMR experiments in the solid state are required to obtain all nine values of the shielding tensor 
experimentally. The shielding tensor can be diagonalized, leading to the three principal tensor 
components: 

𝜎 = (

𝜎𝑥𝑥 0 0
0 𝜎𝑦𝑦 0

0 0 𝜎𝑧𝑧

) (3) 

These three principal components can be determined experimentally from a solid-state NMR 
powder pattern. The isotropic value of the shielding is the average of these three principal 
component values: 

𝜎𝑖𝑠𝑜 =
𝜎11 + 𝜎22 + 𝜎33

3
 (4) 

The isotropic value is the value that is observed in solution-state NMR. It is important to note that 
quantum chemical calculations can provide not only the full nine components of the shielding 
tensor, but the orientation of this tensor with respect to the molecular frame as well.  

Since the changes in electron density that are induced by the presence of an external magnetic 
field are small for the field strengths used in NMR, we can use perturbation theory to calculate 
the nuclear magnetic shielding.  The presence of a magnetic field introduces an additional term 
in the Hamiltonian,  

�̂� = (
1

2𝑚
) [−ⅈℏ𝛻]2 + 𝑉 (5) 

such that the Hamiltonian in the presence of an external magnetic field is: 

�̂� = (
1

2𝑚
) [−ⅈℏ𝛻 − (

ⅇ

𝑐
)𝐴]

2

+ 𝑉 (6) 

where e is the charge on the electron, c is the speed of light, and A is the magnetic vector potential, 
which has been defined such that: 

𝐵 = ∇ × 𝐴 (7) 

In the presence of a nuclear magnetic moment, A can be written as the sum of two terms. The 
first term is the vector potential due to the external magnetic field and the second is the vector 
potential generated by the nuclear magnetic moment[2]:  



𝐴 = 𝐴0 + 𝐴𝑛 (8) 

𝐴0 =
(𝐵 × 𝑟0)

2
 (9) 

𝐴𝑛 =
(𝜇 × 𝑟𝑛)

𝑟𝑛
3  (10) 

where r0 is the distance from the gauge origin to the electron and rn is the distance from the 
nucleus to the electron. If we use the Coulomb gauge in which we place the gauge origin at the 
nucleus for which we want to calculate the shielding, we have r0 = rn = r, and we can write: 

𝐴 =
(𝐵 × 𝑟)

2
+
(𝜇 × 𝑟)

𝑟3
 (11) 

Following Ramsey[36], if we consider a nucleus with a magnetic moment of magnitude  pointing 
in the z-direction in the presence of an external magnetic field B, also along the z-axis, the three 
components of the magnetic vector potential become: 

𝐴𝑥 = −
1

2
𝐵𝑦 −

𝜇𝑦

𝑟3
 (12) 

𝐴𝑦 =
1

2
𝐵𝑥 +

𝜇𝑥

𝑟3
 (13) 

𝐴𝑧 = 0 (14) 

Substituting these into the Hamiltonian in the presence of a magnetic field,  

�̂� = (
1

2𝑚
) [(𝑝𝑥 +

ⅇ

𝑐
𝐴𝑥)

2

+ (𝑝𝑦 +
ⅇ

𝑐
𝐴𝑦)

2

+ (𝑝𝑧 +
ⅇ

𝑐
𝐴𝑧)

2

] + 𝑉 (15) 

The Hamiltonian can be separated into zeroth, first, and second-order terms:[36] 

�̂� = �̂�(0) + �̂�(1)+�̂�(2) (16) 

�̂�(0) = −(
ℏ2

2𝑚
)𝛻2 + 𝑉 (17) 

�̂�(1) = (
ⅇℏ

2𝑚𝑐ⅈ
) (𝐵 +

2𝜇

𝑟3
) (𝑥

𝜕

𝜕𝑦
− 𝑦

𝜕

𝜕𝑥
) = (

ⅇ

2𝑚𝑐
) (𝐵 +

2𝜇

𝑟3
) (𝐿𝑧) (18) 

�̂�(2) = (
ⅇ2

8𝑚𝑐2
)(𝐵 +

2𝜇

𝑟3
)
2

(𝑥2 + 𝑦2) (19) 

Where we have used 𝐿𝑧 =
ℏ

𝑖
(𝑥

𝜕

𝜕𝑦
− 𝑦

𝜕

𝜕𝑥
) in equation 18. Using second-order perturbation theory 

and assigning those terms as the second-order perturbation which are linear in both B and , we 
have:[2,36-38] 

𝜎𝑧𝑧 = 𝐸(2) = (
ⅇ2

2𝑚𝑐2
) ⟨0 |

𝑥2 + 𝑦2

𝑟3
| 0⟩ + (

ⅇ2

2𝑚2𝑐2
){∑

⟨𝑞 |
𝐿𝑧
𝑟3
| 0⟩⟨0|𝐿𝑧|𝑞⟩ + ⟨𝑞|𝐿𝑧|0⟩⟨0 |

𝐿𝑧
𝑟3
| 𝑞⟩

𝐸𝑞 − 𝐸0
𝑞>0

} (20) 

  

Or, in SI units[37]: 



𝜎𝑧𝑧 = 𝐸(2) = (
𝜇0ⅇ

2

8𝜋𝑚
) ⟨0 |

𝑥2 + 𝑦2

𝑟3
| 0⟩ + (

𝜇0ⅇ
2

8𝜋𝑚2){∑
⟨𝑞 |

𝐿𝑧
𝑟3
| 0⟩⟨0|𝐿𝑧|𝑞⟩ + ⟨𝑞|𝐿𝑧|0⟩⟨0 |

𝐿𝑧
𝑟3
| 𝑞⟩

𝐸𝑞 − 𝐸0
𝑞>0

} (21) 

The first term is called the diamagnetic correction to the energy and the second is called the 
paramagnetic correction.[36] The separation into diamagnetic and paramagnetic shielding is 
somewhat arbitrary, and neither of these terms has to do with unpaired electrons. By examining 
these two terms in detail, we can understand how certain trends in the magnetic shielding evolve.  

Looking at the diamagnetic term, we see that the operator for this term involves the x- and y-
coordinates of each electron, in addition to a 1/r3 dependence on the distance between the 
electron and the nucleus. This means that the diamagnetic shielding is related to the electron 
density perpendicular to the axis of the shielding and magnetic field (both z in this case) and 
decreases with increasing distance between the nucleus and electron density.  

For hydrogen nuclei, the diamagnetic term will usually (but not always[39]) dominate the shielding, 
both because s-orbitals have a nonzero electron density at the nucleus and because the 
paramagnetic term contains angular momentum, which for s-orbitals is zero.  For nuclei other 
than hydrogen, however, the paramagnetic term is usually larger than the diamagnetic term, 
which explains why 1H nuclei have a relatively small chemical shift range compared to heavy 
nuclei containing p- and d-orbitals. 

In addition to involving angular momentum, the paramagnetic term involves contributions from 
excited states, and is weighted by the energy difference between the ground and excited state. 
Therefore, the paramagnetic contribution to shielding will be larger for species that have low-lying 
excites states, such as 13C nuclei that are involved in double or triple bonds.[40]  

One difficulty in calculation of NMR shielding is the choice of gauge origin.  This problem occurs 

because the choice of magnetic vector potential is not unique, in other words a constant f can 
be added to the magnetic vector potential giving the same result for the magnetic field: 

𝐵 = ∇ × 𝐴 + ∆𝑓 = ∇ × 𝐴 (22) 

A change in the definition of the magnetic vector potential A, otherwise known as a change in 
gauge origin, leads to additional terms in both the diamagnetic and paramagnetic shielding terms. 
In the limit of an infinite basis set, these terms cancel, but with a limited basis set, this cancellation 
will be incomplete, and the calculated shielding will depend on the choice of gauge origin. The 
total magnetic shielding, the sum of the diamagnetic and paramagnetic terms, is a quantum 
mechanical observable, so it should not depend on the choice of gauge origin.  

This dependence of calculated magnetic shielding on choice of gauge origin is called the gauge 
origin problem. Several solutions have been proposed to solve the gauge origin problem, 
including the Gauge-Including Atomic Orbitals or Gauge-Invariant Atomic Orbitals (GIAO) method 
of Ditchfield,[41] the Individualized Gauge for Localized Orbitals (IGLO) method of Kutzelnigg,[42] 

the Localized Orbital Local Origin (LORG) method of Hansen and Bouman,[43] and the Continuous 
Set of Gauge Transformations (CSGT) method of Keith and Bader.[44,45] 

 

1.3 Chemical Shift and Shielding  

Chemical shift is an experimentally measured parameter; the corresponding quantum mechanical 
observable is the magnetic shielding (sometimes historically called the “chemical shielding”). The 

Greek letter  is usually used to denote chemical shift, while  is used for shielding. The chemical 
shift is the position of a peak in the experimental NMR spectrum (or the center of a peak multiplet 
in the presence of spin-spin coupling), and is referenced to an agreed-upon reference compound, 



for example tetramethylsilane (TMS – 0.00 ppm) for proton and carbon chemical shifts. Shielding, 
on the other hand, is referenced to a bare nucleus. Chemical shift and shielding go in opposite 
directions, i.e. a less-shielded nucleus has a higher chemical shift, as shown in Figure 2.  

 

Figure 2. Difference between shielding and chemical shift. 

There are several ways to convert a calculated shielding value to a chemical shift for comparison 
with experiment. If the absolute shielding of the nucleus in question (the shielding of the bare 
nucleus) is known, this absolute shielding scale can be used to convert magnetic shielding to 
chemical shift. Absolute shielding scales can be determined from molecular beam experiments[34], 
and absolute shielding scales have been reported for several nuclei.[46-58] However, many of these 
shielding scales were determined in the non-relativistic limit before it was determined how 
important relativistic corrections to shielding of even light nuclei are, and will need to be revised.[59] 

The simplest way to convert a calculated magnetic shielding value into a chemical shift is to 
calculate the magnetic shielding of the reference compound (e.g. TMS) using the same model 
chemistry (level of theory and basis set) as the calculation for the nucleus of interest. The 
experimental chemical shift is then given by:  

𝛿𝑛𝑢𝑐𝑙 = 𝜎𝑟𝑒𝑓 − 𝜎𝑛𝑢𝑐𝑙 (23) 

where nucl is the chemical shift of the nucleus in question, ref is the calculated shielding of the 

reference compound, and nucl is the calculated shielding of the nucleus in question. As can be 
seen from equation 23, any systematic error in shielding calculation will be eliminated when 
converting to chemical shifts, as long as the systematic error is the same in the nucleus of interest 
and the reference compound. Thus, an alternative way to convert between shielding and chemical 
shift is to use a secondary reference that is similar to the compound or set of compounds of 
interest, such that any systematic error in the shielding is expected to be the same in the reference 
and the nucleus of interest.  For example, when calculating chemical shifts with respect to TMS 
of aromatic carbons in carbon nanotubes and fullerenes, Autschbach and coworkers found that 
agreement with experiment could be improved by using benzene as a secondary reference 
compound[60]. The shielding of benzene was calculated at the same level of theory as the 
compounds of interest, the calculated shielding of the nucleus of interest was subtracted from the 
calculated shielding of benzene, and this number was added to the experimental chemical shift 
of benzene relative to TMS. They found that for GIPAW calculations with the PBE functional, the 
difference in carbon chemical shifts calculated with the two different reference schemes was 11.1 
ppm.  
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In a study of calculated 95Mo chemical shifts in molybdenum clusters in the liquid phase, Nguyen 
et al.[61] found that including explicit solvent molecules in the calculation of the shielding of the 
reference compound, MoO4

2-, in addition to the calculation of the shielding of the compounds of 
interest, was shown to be necessary for obtaining accurate chemical shift values. 

Another method of converting calculated shielding to chemical shift involves using the slope and 
intercept from a graph of calculated shielding vs. experimental chemical shift for a large number 
of nuclei. As shown in Figure 3, the ideal slope of a graph like this is -1 and the y-intercept is the 
shielding of the reference compound at 0 ppm. This method is advantageous when reliable 
experimental chemical shifts are available for a wide variety of nuclei in compounds that are 
related to those that are the subject of study. When experimental gas-phase NMR data are 
available, these values are preferable to use since they are free from intermolecular influences of 
the solvent and bulk susceptibility effects. Using this method, Xin et al[62] have shown that 15N 
shielding constants that are converted to chemical shifts in this manner can be used to confidently 
distinguish between regioisomers, tautomers, and protonation states of nitrogen-containing 
compounds. They also advocate adding an empirical correction of -16.5 ppm to calculated NH2 
nitrogen chemical shifts in order to eliminate systematic error and bring them into agreement with 
other nitrogen chemical shifts. Keep in mind that when using this method, the slope and intercept 
used for correcting the calculated chemical shifts must have been determined from the 
relationship between experimental chemical shifts and shielding constants calculated at the same 
level of theory and basis set as the current calculations. 

 

Figure 3. Calculated 15N NMR shielding constant vs experimental chemical shift for a series of 
nitrogen-containing compounds. Reproduced from Ref. 62 with permission from The Royal 
Society of Chemistry. 

As an alternative to converting calculated shielding values to chemical shifts for comparison with 
experiment, Jackowski and coworkers[63-65] recently introduced a novel method for experimentally 
determining magnetic shielding values. This method involves experimentally measuring the 
absolute resonance frequency of the nucleus of interest as well as the absolute resonance 
frequency of 2D in a common lock solvent. The shielding of the nucleus of interest can then be 
determined from the known shielding constant of the deuterated solvent (several are provided in 
their publications) and the relative nuclear magnetic moments of deuterium and either proton or 
carbon (which are known to sufficient accuracy.) Using this method, shielding constants can be 
determined experimentally, and can then be directly compared to calculated shielding constants. 



 

1.4. Choice of Model Chemistry 

When choosing a method by which to calculate NMR shielding, which involves choosing the level 
of theory and basis set, one needs to consider the desired accuracy, size of the system to be 
investigated, and available computational resources. The accuracy of a particular method for 
predicting NMR shielding constants or chemical shifts can be evaluated by comparing a number 
of calculated chemical shifts to carefully-determined experimental values, or the calculated 
shielding values can be benchmarked against high-level calculations, such as CCSD(T)/cc-
pVQZ.[66] Various methods have been used to assess the quality of these comparisons, including 
the root-mean-square (rms) error, root-mean-square percentage error, or the slope and 
correlation coefficient of a linear regression between calculated and experimental (or benchmark) 
shielding constants. Keep in mind that a small rms error or a large correlation coefficient for a set 
of calculated shielding constants does not necessarily guarantee accurate results for any one 
particular data point.   

Keal and Tozer have developed a series of GGA exchange-correlation functionals that have been 
shown to provide highly accurate absolute NMR shielding values at a reasonable computational 
cost.[67-70] Specialized basis sets have also been developed that were optimized for calculating 
NMR shielding.[71] 

Silva et al.[72] found that B3LYP/6-31G* calculated 13C and 1H NMR chemical shifts of a novel 
metabolite 4-formylaminoantipyrine were not sufficient to distinguish between two different 
rotamers of this compound, and instead used calculated J-coupling constants to distinguish 
between the two rotamers. 

Amos and Kobayashi[73] explored the basis set dependence (including Jenson’s specialized basis 
functions[71]) of calculated shielding constants within a fragment approach. They found that large 
basis sets, up to quadruple-zeta, were required for accurate prediction of chemical shifts, but that 
the fragmentation approach could reduce computational costs. 

Rusakov et al.[74] explored the effect of the choice of level of theory and basis set, method for 
inclusion of solvent effect, vibrational and relativistic corrections on calculated 15N and 31P 
chemical shifts in solution. They found that the CCSD(T) method was preferable when 
computational resources allow it, but the OLYP and KT2 functionals provide similarly accurate 
results at the DFT level of theory. They found that relativistic corrections were negligible in the set 
of compounds they studied, amounting to 0.5 ppm for 15N and 1-2 ppm for 31P, but that solvent 
and vibrational effects could be on the order of 20 ppm but opposite in sign, so need to be included 
for accurate calculations. They recommend the aug-pcS-3/aug-pcS-2 basis sets with a locally 
dense basis set scheme[75,76]. 

 

2. Modeling Solvent Effects 

One of the main challenges in modeling NMR chemical shifts in solution is the inclusion of solvent 
effects. Ideally, one would like to include all solvent molecules in the system at a quantum-
mechanical level of theory.  In the limit of an infinite basis set, full CI, and averaging over an ab 
initio molecular dynamics trajectory for an infinite amount of time, this would give the correct 
answer, but is obviously computationally intractable. The goal, therefore, is to be able to 
adequately predict the effect that adding a solvent would have on the resulting magnetic shielding 
with a reasonable computational effort. Ways of doing this include using an implicit solvent model, 
including a small number of explicit solvent molecules in the calculation (the “supermolecule” 
approach), modeling the solvent at a lower level of theory, or using a combination of the above. 



Implicit solvent models are popular because they provide a way to include the effects of the 
solvent without modeling each individual solvent molecule, thus drastically reducing 
computational cost.  In implicit solvent models, one molecule of the solute is placed in a cavity 
and the solvent is modeled as a dielectric continuum outside of this cavity. Generalized Born or 
Poisson-Boltzmann methods are used to describe electrostatic interactions between the solute 
and the solvent dielectric. Implicit solvent models have the advantage that they add minimal 
additional computational cost to a gas-phase calculation.  Implicit models include the polarizable 
continuum model (PCM) of Miertuš and Tomassi,[77] or the conductor-like screening model 
(COSMO) of Klamt and Schüürmann.[78] 

Modeling the solvent as a dielectric surrounding a cavity containing the solute incorporates long-
range electrostatic effects, but necessarily neglects specific solute-solvent interactions such as 
hydrogen bonding.  Nitrogen chemical shifts, for example, are not generally well-described using 
implicit solvent models due to their sensitivity to hydrogen bonding. It is therefore common to 
include a small number of explicit solvent molecules in a calculation with implicit solvent to account 
for these specific solvent-solute interactions.  Including hydrogen-bonding partners, for example, 
has been shown to improve the accuracy of calculated 15N chemical shifts[79,80]. Similarly, Sauer 
and coworkers found that the PCM model was not sufficient for modeling 17O and 15N chemical 
shifts in glycine, and that inclusion of explicit water molecules was necessary for accurate 
prediction of chemical shifts[81]. This was found to be especially true for neutral glycine, as 
compared to the zwitterionic form. 

Semenev et al.[82] calculated 15N chemical shifts in a set of heterocycles in various solvents. For 
nonpolar and polar aprotic solvents, using one explicit solvent molecule along with a polarizable 
continuum model for implicit solvent performs as well as or slightly better than the implicit solvent 
model alone, indicating that specific interactions between the solvent and solute do not contribute 
to a change in nitrogen chemical shift.  On the other hand, for polar protic solvents, especially 
water, the use of explicit solvent molecules was recommended. For the case of pyridazine in 
water, the absolute error compared to experiment could be improved by addition of two and three 
explicit solvent molecules, as shown in Figure 4. 

 

Figure 4. Decrease in absolute errors of 15N NMR chemical shift of pyridazine in water when 
an implicit solvent model is used, and when a supermolecule model is used with increasing 



numbers of explicit water molecules. Reproduced with permission of John Wiley & Sons, Ltd 
from V. A. Semenov, D. O. Samultsev, L. B. Krivdin, Magn. Reson. Chem. 2014, 52, 686-693. 
Copyright © 2014 John Wiley & Sons, Ltd.  

Another option for including solvent at a reasonable computational cost is to model the solvent at 
a lower level of theory. The solute and hydrogen-bonding solvent molecules are modeled at a 
high level of theory, and the remaining solvent molecules are modeled at a less expensive level 
of ab initio or DFT method or with molecular mechanics methods. This is similar to the Quantum 
Mechanics/Molecular Mechanics (QM/MM) approach[83], in which the region of interest is modeled 
quantum-mechanically, and the rest of the molecule is included using molecular mechanics. A 
“locally-dense” basis set, which involves including more basis functions for the region of interest 
and fewer for the rest of the molecule[75], could also be used.  When calculating chemical shifts 
for residues buried within a protein, the rest of the protein can be considered to be the “solvent.” 
It has been shown[84,85] that modeling the residue of interest and hydrogen bonding partners 
explicitly and including the rest of the protein as point charges can lead to accurate chemical shifts 
with low computational cost.  The local nature of the chemical shift facilitates the usefulness of 
these kinds of “hybrid” approaches. 

Chemical shifts are also very sensitive to geometry. Including solvent effects during a geometry 
optimization is also important, in addition to including solvent effects in the chemical shift 
calculation. Generally, the indirect effect of solvent on shielding (the effect due to a change in 
molecular geometry induced by the presence of solvent[86]) is lower in magnitude than the direct 
solvent effect.[79] However, Roggatz et al.[87] point out that including solvent in geometry 
optimizations is important for stabilizing zwitterionic states - gas phase calculations can lead to a 
proton rearrangement to the neutral form. Thus, when considering zwitterions, including solvent 
in the geometry optimization is recommended.  

 

3. Conformational Averaging 

Another difficulty in modeling NMR chemical shifts is the fact that the observed chemical shift in 
solution will be a weighted average of the chemical shifts of all possible conformers that are 
present in solution during the NMR acquisition time. In order to incorporate dynamic effects into 
the calculation of an NMR chemical shift, what must first be known is how the chemical shift varies 
with molecular structure (i.e. bond lengths, dihedral angles, and other structural parameters).  A 
plot of chemical shift (or shielding) as a function of geometric parameter(s) is known as a shielding 
surface. Once this shielding surface has been determined, for example by varying one 
geometrical parameter and calculating the shielding at each value of this parameter and fitting 
the results to an analytical function, the weighted average chemical shift is calculated by 
averaging over this shielding surface.  In order to do this, the distribution of conformers in the 
sample must be known.  There are two equivalent ways of determining how many molecules are 
present in each geometrical arrangement in solution at a given time. One can calculate the energy 
of all possible conformations and determine the prevalence of each species according to the 
Boltzmann distribution and the calculated energies.  The alternative, equivalent method of 
determining the distribution of molecules among the various conformational possibilities is to take 
conformations from snapshots of a molecular dynamics simulation. Averaging over all possible 
conformations according to the Boltzmann distribution corresponds to taking an ensemble 
average of molecular conformations. Averaging over snapshots taken from an MD simulation 
corresponds to taking a time average.  According to the ergodic hypothesis, in the limit of an 
infinitely long simulation, the time average and ensemble average should be equivalent.  

Moyna and coworkers[88,89] have found that in the case of carbohydrates with many conformational 
degrees of freedom, a time ensemble generated by Boltzmann weighting better reproduces 



experimental chemical shifts than sampling over conformations generated by molecular dynamics 
simulations. They attribute this discrepancy to the force fields used in the MD simulations not 
being of sufficient accuracy to reproduce the true molecular structures in solution.  

In an extensive study of the effects of implicit vs explicit solvent model as well as conformational 
averaging, Exner et al.[90] explored 1H, 13C, and 15N chemical shifts in the N-methyl acetamide and 
a larger peptide, the HA2 domain of hemagglutinin. As can be seen in Figure 5, 1HN chemical 
shifts are extremely sensitive to structure – varying by about 4 ppm depending on which snapshot 
of the MD simulation is chosen. The choice of explicit vs implicit solvent changes the average 
calculated chemical shift by about 2 ppm. In addition, the deviation of chemical shifts throughout 
the simulation is much larger in the model incorporating explicit solvent than the implicit solvent 
model, indicating that 1H chemical shifts are also very sensitive to reorganization of the 
surrounding solvent geometry. The 1HN chemical shift was shown to be strongly correlated with 
the distance between the nitrogen and hydrogen bond acceptor, or the strength of the hydrogen 
bond. Carbon chemical shifts were found to be less sensitive to solvent effects, and for the 
carbonyl carbon the effects of conformational change of the molecule itself were stronger than 
the influence of structural fluctuations of the solvent. 15N chemical shifts were shown to be the 
most strongly influenced by structural changes and solvent effects, with the 15NH chemical shift 
spanning 40 ppm in the course of the N-methyl acetamide simulation, which is on the order of the 
range of experimental 15N chemical shifts. Last, in the MD simulation of the 32-residue peptide, 
as expected, 1HN chemical shifts of residues buried within the peptide and participating in 
intramolecular hydrogen bonds were much less sensitive to the choice of explicit or implicit solvent 
than 1HN chemical shifts of residues that are located on the outside of the protein, which are 
expected to be influenced by fluctuations in the explicit solvent structure.  

 

Figure 5. Time series of 1HN chemical shift of the amide group in n-methyl acetamide, 
calculated from snapshots taken from molecular dynamics simulations using either explicit or 
implicit solvent.  Reprinted with permission from T. E. Exner, A. Frank, I. Onila, H. M. Möller, J. 
Chem. Theory Comput. 2012, 8, 4818-4827. Copyright 2012 American Chemical Society. 



Mineva et al.[91] explored 13C chemical shifts in two amphiphilic systems: sodium octanoate and 
hexadecyltetramethyl ammonium chloride.  They averaged over snapshots from MD simulations 
performed in water, after validating that the MD simulations reproduced experimental values such 
as molecular surface charge from neutron diffraction experiments. Chemical shifts calculated 
using implicit and explicit solvent models, for both static geometry-optimized structures and 
averages over the MD simulations were compared. They concluded that implicit solvent does a 
sufficient job at reproducing 13C NMR chemical shifts, especially in cases such as the large 
hexadecyltetramethyl ammonium chloride molecule, for which calculations with explicit solvent 
were too computationally demanding. As expected, the worst agreement with experiment when 
using the implicit solvent model is for the carboxylate carbon.  Calculated chemical shift values 
converged very rapidly with respect to the number of MD snapshots that were sampled. 

Amide proton chemical shifts in proteins are especially important, as they form the starting point 
for peak assignments. Zhu et al.[92] explored various factors that influence calculated amide proton 
chemical shifts, including choice of density functional, size of the basis set, inclusion of explicit 
solvent and hydrogen bonding, and the local geometry surrounding the amide proton. They used 
a QM/MM approach in which the molecules of interest and the buffer region were modeled 
quantum mechanically, and the rest of the protein was modeled using point charges. They found 
that including explicit solvent significantly improved agreement with experimental values over 
using implicit solvent, and that for accurate computations, the water molecule forming a hydrogen 
bond with the amide nitrogen must be modeled quantum mechanically. Results are further 
improved if the secondary hydrogen bond acceptor (either a water molecule or adjacent residue 
in the protein) is also included in the quantum mechanical region when cooperative hydrogen 
bonding is present. In terms of level of theory, the OPBE functional was recommended with a 
locally-dense basis set scheme incorporating diffuse basis functions on the nuclei of interest. Last, 
they found that incorporating conformational effects by averaging over molecular dynamics 
snapshots did not improve the agreement with experiment. The agreement could be improved 
with a larger number of samples, exceeding available computational resources, or a more 
accurate molecular mechanics force field. The authors also suggest that amide proton chemical 
shifts could be used as a test of potential molecular mechanics force field, due to their strong 
dependence on local geometry and the presence of hydrogen bonds.   

Dračínský et al.[93] also encourage using predicted NMR chemical shifts as a way of evaluating 
new MD force fields. In their study comparing ab initio MD and classical MD for dynamic 
averaging, they found that ab initio MD allowed for better conformational sampling, especially for 
N-H distances. Using the SHAKE algorithm, which constrains X-H bonds to allow for a larger 
molecular dynamics time step, essentially removes the conformational sampling of these bond 
lengths, and instead restricts them to a very narrow set of values.  Since proper conformational 
sampling was shown to be necessary for accurate calculation of NMR chemical shifts, even if a 
very high-level ab initio method is used for the actual NMR shielding calculation, the SHAKE 
algorithm should be avoided in MD simulations used to generate ensembles for shielding 
calculations. 

To conclude this section, the reader is reminded that when calculating magnetic shielding, the 
choice of method to use will always be a compromise between accuracy and computational 
resources available. For example, the use of ab initio MD is not practical for large molecules of 
biological importance,[93] so empirical force fields must be used. In some cases, due to 
inaccuracies of these empirical force fields, the ability to use a higher level of theory for a 
calculation at one optimized geometry using implicit solvent may lead to a better agreement with 
experiment than a calculation that takes conformational averaging into account at a lower level of 
theory. 

 



4. Other factors influencing chemical shifts 

Other factors that may influence the chemical shifts of small molecules in solution include pH, 
temperature, and concentration.  In many systems, dimerization or aggregation occurs at high 
concentrations, and the observed chemical shift in solution will be a weighted average of the 
monomer and aggregate chemical shifts.  We and others have used this to our advantage to 
determine binding constants and gain insight into the geometry of dimers formed.  Although the 
agreement is not perfect, calculated carbon chemical shifts were used to select among the best 
dimer structures for anti-malarial drugs.[94,95] Proton chemical shifts incorporating Boltzmann 
weighting of several low-energy conformers of naphthalenedicarboxylic acids indicated that pi-pi 
interactions are not important in these dimers.[96]  

Flores et al.[97] explored the change in chemical shift of the hydroxyl proton of n-hexanol with 
increasing fraction of n-hexanol in cyclohexane. Clusters of n-hexanol as large as hexamers were 
optimized using DFT, and the respective chemical shifts were calculated.  These calculated 
chemical shifts reproduced the experimental trend of increasing chemical shift of the hydroxyl 
proton with increasing n-hexanol mole fraction.  

Relativistic corrections are important for chemical shift calculations of heavy nuclei. Rusakova et 
al.[98] found that solvent and rovibrational effects contributed 8 and 6%, respectively, of the total 
shielding in calculations of 125Te chemical shifts. Relativistic effects, on the other hand, contributed 
20-25%. Fukal et al.[99] determined that effects of solvent and relativistic effects were necessary 
to include in order to accurately predict 31P chemical shifts, but that 31P in phosphates and 
thiophosphates could be distinguished on the basis of calculated chemical shifts.  Relativistic 
effects were also found to be significant when calculating the absolute shielding of 31P using ab 
initio methods.[100] The reader is referred to recent reviews[3] for more detailed discussions of 
relativistic effects on magnetic shielding. 

 

5. Applications 

As we have mentioned in the previous sections, calculating NMR chemical shifts for solvated 
systems comes with a variety of difficulties. Solvent effects, conformational averaging, 
aggregation, changes in pH, and relativistic effects for heavy atoms must be taken into account 
with a reasonable computational cost. Magnetic shielding values must be converted to chemical 
shifts for comparison with experiment. Fortuitous error cancellation may obscure results. In the 
case of density functional theory, there is no way to know a priori whether one method is better 
than another. Comparing calculated shielding constants with experimental chemical shifts may 
lead to a low rmsd for a collection of molecules, but good statistics may hide errors for individual 
nuclei.  

Nevertheless, several groups have shown that calculated shielding values can be compared to 
experimental chemical shifts to gain structural information. Touw et al.[101] used a very inexpensive 
calculation (B3LYP/6-31G) to calculate 1H and 13C chemical shifts in different conformations of 
retinal. They concluded that this level of theory does a reasonable job reproducing experimental 
13C NMR chemical shifts, with results comparable to plane-wave pseudopotential calculations. 
Importantly, the upfield shifts in C-12 of 13-cis-retinal, C-10 of 11-cis-retinal, and C-8 of 9-cis-
retinal compared to the all-trans conformer were reproduced in the calculated shielding values. 
For 11-cis-retinal, averaging the calculated chemical shift values for the 11-cis-12-s-cis and 11-
cis-12-s-trans conformations, since both are present in solution, leads to especially good 
agreement with the experimental chemical shift value measured in solution.  

Domínguez et al.[102] were able to use calculated 1H and 13C chemical shifts to determine the 
correct diastereomer of the marine natural product okadic acid. They found that using a continuum 



solvent model improved the accuracy of the calculations. Yi et al.[103] used calculated shielding 
values to validate peak assignments in the Chinese medicinal compound emodin. Semenov et 
al.[104] used the large difference in calculated 15N chemical shift between amine and imine 
nitrogens and the accuracy of calculated 15N chemical shifts, along with the experimental 15N 
chemical shift of 4-trifluoromethyl[b]benzo-1,4-diazepine to show that this compound exists 
primarily in the imine form. 

De Souza et al.[105] found that performing a DFT geometry optimization in the gas phase followed 
by NMR chemical shift calculation using the PCM model to incorporate solvent effects led to 
reasonable agreement with experimentally-measured NMR chemical shifts in solution for the 
flavenoids epigallocatechin, kaempferol and quercetin.  They also showed that geometry-
optimized structures could be rotated about a single dihedral angle, keeping all other parameters 
fixed at the optimized geometry, in order to bring the calculated NMR chemical shifts into better 
agreement with experiment.  This indicates that the most populated dihedral angle in solution is 
different from the lowest-energy dihedral angle in the gas phase, and that this technique – 
changing one geometrical parameter to improve agreement between calculated and experimental 
chemical shifts – could be used as a tool for refining solution-state geometries of small molecules. 

Siskos et al.[106] argue that due to their incredible sensitivity to structural parameters and 
interactions such as hydrogen bonds, calculated chemical shifts can lead to structural information 
that is of greater accuracy than that obtained by single-crystal X-ray studies.  

 

6. Conclusions 

To summarize, as computing power becomes more readily available and methods are developed 
to predict magnetic shielding tensors with greater accuracy, several important factors must be 
taken into consideration. The computational method chosen must be able to predict not only the 
correct magnetic shielding of the molecule in the geometry-optimized state, but must incorporate 
solvent effects on chemical shift as well as geometry, and conformational averaging. In most 
cases, limited computational resources necessitate a trade-off between the most accurate ab 
initio method, number of explicit solvent molecules included in the calculation, and the number of 
different conformations considered. Although a method may give a good correlation between 
experimental chemical shifts and calculated shielding for a large test set of molecules, the method 
may not perform adequately for one chemical shift of a particular nucleus. Fortuitous error 
cancellation can lead to difficulty interpreting results.  Nonetheless, calculated chemical shifts in 
solution are being used to gain valuable structural information. Increasing computational power 
is allowing solvent effects and conformational averaging to be incorporated in NMR shielding 
calculations, and the calculation of correct NMR shielding constants has been proposed as a way 
to evaluate new molecular dynamics force fields.  
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[93] M. Dračinský, H. M. Möller, T. E. Exner, J. Chem. Theory Comput. 2013, 9, 3806-3815. 

[94] L. B. Casabianca, A. C. de Dios, J. Phys. Chem. A 2004, 108, 8505-8513. 

[95] L. B. Casabianca, A. C. de Dios, Magn. Reson. Chem. 2006, 44, 276-282. 

[96] P. D. Greenstein, L. B. Casabianca, J. Phys. Chem. B 2017, 121, 5086-5093. 

[97] M. E. Flores, T. Shibue, N. Sugimura, H. Nishide, I. Moreno-Villoslada, Chem. Phys. Lett. 
2016, 644, 276-279. 

[98] I. L. Rusakova, Y. Yu. Rusakov, L. B. Krivdin, J. Phys. Chem. A 2017, 121, 4793-4803. 
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